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PROBABILITY SAMPLING



1) The set of all possible samples, given the 

sampling strategy, can be defined

2) Each possible sample has a known probability of 

being selected, 𝑃(𝑆 = 𝑠)

3) Each population unit has a nonzero probability of 

being selected, 𝜋𝑖 > 0

• 𝜋𝑖 is the “inclusion probability” of unit 𝑖

• 𝜋𝑖 =  𝑖 ∈ 𝑠𝑃(𝑆 = 𝑠)

4) A random mechanism is used to select a sample 

with probability 𝑃 𝑆 = 𝑠

Requirements
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Example

• Target population

– Family pets

• Sampling frame  

– List of all units in the target population

• Sampling strategy 

– Obtain simple random sample of size 𝑛 = 2

 Hugo

 Nala

 Smokey

 Pepper
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Example, cont’d

• Define set of all possible samples and determine 

sample selection probabilities

𝑠 Sample Units 𝑃 𝑆 = 𝑠

𝑠1 Hugo, Nala  1 6

𝑠2 Hugo, Smokey  1 6

𝑠3 Hugo, Pepper  1 6

𝑠4 Nala, Smokey  1 6

𝑠5 Nala, Pepper  1 6

𝑠6 Smokey, Pepper  1 6
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Example, cont’d

• Calculate inclusion probabilities

Population Unit 𝜋𝑖

Hugo P 𝑆 = 𝑠1 + P 𝑆 = 𝑠2 + P 𝑆 = 𝑠3 =  1 2

Nala P 𝑆 = 𝑠1 + P 𝑆 = 𝑠4 + P 𝑆 = 𝑠5 =  1 2

Smokey P 𝑆 = 𝑠2 + P 𝑆 = 𝑠4 + P 𝑆 = 𝑠6 =  1 2

Pepper P 𝑆 = 𝑠3 + P 𝑆 = 𝑠5 + P 𝑆 = 𝑠6 =  1 2
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Example, cont’d

• Use random mechanism to select sample

– e.g., Use the SURVEYSELECT procedure in SAS
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Non-Probability Sampling 

• Convenience sampling, purposive sampling

• Generally cheaper and less complex than 
probability sampling

• May be the only option
– e.g., When studying hidden or hard-to reach 

populations

• More susceptible to selection bias than probability 
sampling!
– Selection bias results from the sampled population not 

matching the target population

– Threatens the external validity (generalizability) of 
inferences
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SAMPLING STRATEGIES



Random Sampling Strategies

• Element sampling

• Stratified sampling

• Cluster sampling
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Element Sampling

• Basis for all other sampling strategies

• Sampling unit = observation unit

• Types

– Simple random sampling (SRS)

– Bernoulli sampling

– Poisson sampling

– Systematic sampling
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Element Sampling: SRS

• Randomly select 𝑛 units from a population of 𝑁 units

• With replacement (SRSWR)

– Sampled unit placed back in population after each draw

– Units can be sampled more than once 

– Also referred to as unrestricted sampling (URS)

• Without replacement (SRSWOR)

– Sampled unit NOT placed back in population after draw

– Units CANNOT be sampled more than once

– Also referred to simply as simple random sampling

• 𝜋𝑖 =  𝑛 𝑁
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• Bernoulli sampling

– Similar to SRSWOR but 𝑛 is a random variable

– Specify constant inclusion probability (𝜋𝑖 = 𝜋)

– Select each unit with probability 𝜋

• Poisson sampling 

– Similar to Bernoulli sampling but unequal inclusion 

probabilities

• Systematic random sampling

– Randomly select starting point from sampling frame 

and then sample at fixed interval of  𝑁 𝑛

– Special type of clustering but often acts like SRS

Element Sampling: Other Types

14 of 60



Stratified Sampling

• Divide the population into 𝐻 strata

• Perform element sampling independently within 

each stratum

Stratum 1 Stratum 2 Stratum 𝐻…
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Stratified Sampling

• Equal allocation

– 𝑛ℎ is constant across all ℎ

• Proportional allocation

– 𝑛ℎ is proportional to 𝑁ℎ

• Optimal allocation

– Greater proportion of units selected from strata that 

are large, heterogeneous, and inexpensive to 

sample

– Neyman allocation is a special case
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Stratified Sampling

• More control over sample representativeness

– Less chance of obtaining a “bad” sample

• Potentially more efficient method of sampling

– Allows variation in sampling frame, design, and field 

procedures across strata

• Enables domain (subpopulation) analysis

• Greater precision (smaller standard errors)
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Cluster Sampling

• Primary sampling unit ≠ observation unit

• One-stage clustering

– Use element sampling strategy to sample clusters of 
units

• Clusters = primary sampling units (PSUs)

– Observe all units within each sampled PSU

• Two-stage clustering

– Stage 1: Use element sampling strategy to sample 
PSUs

– Stage 2: Use element sampling to sample individual 
units within the sampled PSUs

• Individual units = second-stage units (SSUs)
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Cluster Sampling
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Cluster Sampling

• Methods for sampling PSUs

– Equal probability sampling methods

– Probability proportional to size (PPS) methods

• Inclusion probability of PSU is proportional to a measure of 

the PSU’s size

• Several different PPS methods (e.g., WR, WOR, systematic, 

Brewer, Murthy, Sampford)
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Cluster Sampling

• Disadvantages

– Less precision (larger standard errors)

• Advantages

– May be the only option

– May be the more time and cost efficient option

– Permits multilevel inferences
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INFERENTIAL FRAMEWORKS



Inferential Frameworks

• Goal of sampling is to make inferences about the 

population

• Need formal statistical framework to link sample to 

population

– Design-based framework (randomization theory)

– Model-based framework

– Hybrid framework
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Design-Based Framework

• Requires probability sampling
– Inclusion indicators (𝑍𝑖 ’s) are random variables

𝑍𝑖 =  
1 if unit 𝑖 is in the sample

0 otherwise

– Measured outcomes (𝑌𝑖’s) are assumed to be fixed 
quantities

• Design-based estimators
– Use of design weights 

– Standard errors derived from the design

• Permits descriptive inferences about finite 
population parameters
– Parameters are generally simple functions (e.g., 

mean, total) of the 𝑌𝑖’s
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Model-Based Framework

• Does not require probability sampling
– 𝑌𝑖’s are random variables

• Specify a hypothetical probability model for 𝑌𝑖
– If probability sampling is used, then 𝑍𝑖 ’s are also 

random variables

• Model-based estimators
– Design features specified as part of the model (e.g., 

use multilevel modeling, truncated regression)

– Standard errors derived from the model

• Permits predictive inferences about infinite (super-) 
population parameters
– Parameters are the parameters of the model (e.g., 

regression coefficients)
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Contrasting Weaknesses

• Weaknesses of design-based framework

– Doesn’t lend itself to answering the types of questions 
relevant to social science research 

• Limited to simple univariate/bivariate investigations

• Limited to description

• Weaknesses of model-based framework

– Inferences susceptible to model misspecification

– Cumbersome reliance on model specification to 
account for sample design features

• Results in highly parameterized models (blurs interpretation, 
reduces statistical power)

• Complete and appropriate specification is difficult

266 of 60



Hybrid Framework

• Combines the traditional frameworks
– Relies on model specification and design-adjusted 

estimation

– Assuming probability sampling, provides descriptive 
inferences about finite population parameters

– Assuming correct model specification, provides 
predictive inferences about infinite population 
parameters

• Continuum of modeling options
– Aggregated approaches 

• Rely more heavily on adjusted estimation

• The focus of this presentation

– Disaggregated approaches 
• Rely more heavily on model specification

277 of 60



DATA ANALYSIS CONSIDERATIONS



Accounting for the Design

• Need to account for design features in order to 

obtain valid inferences

• Adjustments

– Weighting

– Alternative variance estimators

– Finite population correction (FPC)

– Domain analysis

• Requires statistical software that can handle 

complex sampling designs
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Design Weights

• Need to account for unequal inclusion 
probabilities

– Weight each sample observation by the inverse of 
its inclusion probability

• 𝑤𝑖 =  1 𝜋𝑖

• Generally do not need to account for equal 
inclusion probabilities

– Self-weighting sample

– Weighting may still be necessary if computing 
totals or performing multilevel modeling
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Example

Stratum Unit Height 𝜋𝑖ℎ 𝑤𝑖ℎ

Male 1 72  1 2 2

Male 2 70  1 2 2

Male 3 74  1 2 2

Male 4 72  1 2 2

Female 5 64  1 3 3

Female 6 66  1 3 3

Female 7 62  1 3 3

Female 8 63  1 3 3

Female 9 64  1 3 3

Female 10 65  1 3 3

Average height in the population 

= 67.2 inches

Unweighted sample estimate

=
70 + 74 + 63 + 65

4
= 68 inches

Weighted sample estimate

=
70 × 2 + 74 × 2 + 63 × 3 + 65 × 3

2 + 2 + 3 + 3
= 67.2 inches
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Complexities of Weighting

• Weight adjustments

– Complex adjustments may be made to design weights 
to account for nonresponse

–  𝑤𝑖 =  1 𝜋𝑖  𝜑𝑖 where  𝜑𝑖 is the estimated probability 
that unit 𝑖 responds

• Multiple weight options

– Secondary datasets often include multiple weight 
options

– Appropriate weight depends on several factors 
• Type of analysis (e.g., longitudinal vs. cross-sectional) 

• Unit of analysis (e.g., child vs. school)

• Respondent (e.g., parent-report, direct observation of child)
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Alternative Variance Estimators

• Need to adjust standard errors (SEs) to account for 

the design

• Assumption of independent and identically 

distributed random variables is untenable outside 

of SRS

• SEs will tend to be overestimated in the presence 

of stratification

• SEs will tend to be underestimated in the presence 

of clustering
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Alternative Variance Estimators

• Closed-form (theoretical) solutions for SEs only 
available for very simple analyses

• Use an approximation method

– Taylor series (linearization) methods

– Random group methods

– Resampling and replication methods
• Balanced repeated replication (BRR)

• Jackknife

• Bootstrap

– Generalized variance functions
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Finite Population Correction

• Downward adjustment made to SEs when 
sampling without replacement

– Increase in sampling fraction results in decrease 
in sampling variability

• fpc = 1 − 𝑓
– 𝑓 is the sampling fraction of the PSUs

– For SRSWOR,  𝑓 = 𝑛 𝑁

• Only available when using Taylor series 
variance estimation method

• Typically ignored in practice when 𝑓 < .05
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Domain Analysis

• Researchers are often interested in particular 

subgroups of the population

• SEs and inferential tests will generally be incorrect 

if analyses are performed separately by subgroups

• A more appropriate approach is to conduct a 

domain (subpopulation) analysis

– Zero-weight approach

– Multiple-group approach
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• AM statistical software

• Data Analysis System (DAS) (for NCES data)

• Mplus

• PowerStats (for NCES data)

• R package “survey”

• SAS survey procedures

• SPSS complex samples module

• Stata

• SUDAAN

Statistical Software Options
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DATA ANALYSIS EXAMPLE



Simulated Population

• 1,000 PSUs nested within 100 strata

– 2 to 18 PSUs nested within each stratum

• 24,587 total SSUs nested within the PSUs

– 10 to 40 SSUs nested within each PSU

Stratum 1 Stratum 2 Stratum 100…
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Sampling Design

• First stage

– Sampled 2 PSUs without replacement from each 

stratum with probability proportional to size (PPS)

– 200 total PSUs sampled

• Second stage

– Sampled 5 SSUs from each PSU using SRSWOR

– 1,000 total SSUs sampled
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Sample Data File

• First 10 cases*

*BRR & Jackknife replicate weights (BRRrep1-BRRrep104, JKrep1-JKrep200) not shown
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Analysis 1

• Examine descriptive statistics for 𝑦1 and 𝑦2
• Use Jackknife method for variance estimation
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Analysis 1: Mplus
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Analysis 1: R
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Analysis 1: SAS
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Analysis 2

• Estimate a logistic regression model to determine 

the effect of 𝑥4 on 𝑦1
• Use Taylor series method for variance estimation

• Perform domain analysis for subpopulation 𝑥1 = 1
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Analysis 2: Mplus
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Analysis 2: R
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Analysis 2: SAS
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Analysis 3

• Estimate a multiple linear regression model to 

determine the effects of 𝑥2 and 𝑥3 on 𝑦2
• Use BRR method for variance estimation
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Analysis 3: Mplus
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Analysis 3: R
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Analysis 3: SAS
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